Summer Assignment for AP Computer Science
Fall 2016 Mr. Hughes
Room 302
email: hughes.daniel@north-haven.k12.ct.us
website nhhscomputerscience.com APCS is your subsite

Prerequisites: You should have successfully completed Algebia ICS1 with a B or better to be in this class.
Course Objectives:

At the completion of this course, the student stidnd able to:

Develop solutions to problems in algorithm form

Use Java to implement solutions to common cden@cience problems

Understand and evaluate different programneegriques

Read, modify, and understand others’ programs

Prepare for the A-level AP exam in computeeisce

arwnE

This course doesn’t necessarily move quickly howéwere is depth in each concept and material
may look like we are learning a new language, beeave kind of are. Computer Science is very
logical and there is always a reason why sometising hat’'s what | love about it. If you attend
every class, focus and ask questions, completgramsnts in a timely fashion, work hard and
persevere through problems, you will find this slasry rewarding. It's a great feeling when you
work hard at a problem/program and it finally warkéhe amount of thinking you will do is very
beneficial. Your mind will be further sharpenedoma great thinker!

The amount of material we need to master by the &kayn requires that you start now in covering
the necessary background material. It is expetigdyou will have a decent understanding of the

the material here. Read it, answer the questiotisetbest of your ability, and come ready to take a
short quiz as soon as you walk in on the first day.

| have enjoyed teaching this class and it seems ofitse students have had a rewarding
experience. | am a very approachable teachercuedtd help. So please don't hesitate. | do
expect my students to be confident in themselvesheir best to stay calm, take a moment to
think, and have a cheerful attitude. | will of ce@ do my best to do the same.



Please do the following before our first class:
1. Read Chapter 1 pages 2-45. Be sure you undenstl the key concepts at the end of the chapter.
2. Read the self-review questions on page 47-4Bhe answers are on pages 53-55.
3. Write page 50/true/false 1.1 - 1.5, 1.8-1.10
Write page 51 short answer 1.2, 1.7, 1.8, 1.9
Check your answers on my school website: nbtomputerscience.com APCS->Documents & Lessons

Go to: Summer Assignment->Chapter 1 Solutions

4. Go to the website http://chortle.ccsu.edu/CS151/cs151java.html

Read through chapter 1 and quiz yourself using thenline quiz. Take notes - there is a lot of good
information here. BE PREPARED FOR A QUIZ THE FIRST DAY OF CLASS AS SOON AS YOU
WALK IN.

5. Purchase or put aside a dedicated USB stick fohis class. This is so you can work on projects a
home and in school. Put your name on it or as thdrive name. We will link both in class and home
eclipse workspaces to this USB stick so whateveriysave at school will be easily accessible at homié.
you are familiar with dropbox or google drive and would like to sync your workspaces that way that
would be great too!

6. Set up Eclipse on your computer at home. This really important as it will prevent you from getting
behind during the first weeks of school._Follow th instructions on the attached sheet. Homework tioe
written in Eclipse will be assigned early in the yar so you need to work out all the kinks of your ow
computer now. There is a video of me installing ibut with different versions on website under APCS.

7. Type in the program on the attachment under Crate First Project. | will be checking this the firg
day. Compile it and see if you can get it to runrad produce the correct results. Don’t get frustratel. It
will all fall into place and in a month it will be second nature to you.

8. Email me when completed in order to establish @onnection between us. Use an email account that
you plan to use all year. Don’t send me a temporgrone! You can say anything you like in the emadr
ask guestions about the class or the assignment.

Do Your Best and email me when you are done wighpttocess to let me know you were
successful!

Mr. Hughes



10.
11.
12.

13.

Installing Java 8 & Eclipse Standard 4.5.2 (Mars)
First you will need to download most recent java update. Java is the programming language we are learning.

This update will install the proper libraries and packages for us to access.
Go here: http://tinyurl.com/javainstall8

Scroll down, accept the license agreement and choose the operating system that fits your system. Choose
Window x86 for 32-bit or 64-bit windows operating system (you need to figure out which version of windows
you have) & MAC OS X x64 for Macintosh users.

a. If you are having trouble figuring out which type of OS you have. Please e-mail me or google it. Google
is a powerful tool in the world of computers! Remember, somebody out there has had the same
guestion as you and most likely has a solution! ha

Once downloaded. Open the folder it is in and find the exe. Right-click on it and choose “Run As Administrator”.
Follow the installation steps, clicking next most of the way.
You will probably have to reboot. | would anyway.

Next, Go to this website: http://www.eclipse.org/downloads/

a. We will be installing eclipse mars.2 (4.5.2). It’s at the top.

b. Choose Windows 32-bit or 64-bit (It MUST be the same bit version as your java install)

c. Mac users go here: https://www.eclipse.org/downloads/?0sType=macosx

d. Thisis our IDE (Integrated Development Environment) or program for developing Java programs
Hit the download button on the left (these are different places to download it from).
Once downloaded, double click on the file; copy the contents in the eclipse folder to c:\Eclipse folder.
Create a shortcut from the eclipse executable in the folder and place it on the desktop.

a. Right-click on eclipse.exe and go to: send to->desktop (shortcut)

Create First Project
Click the eclipse shortcut that you created on your desktop.

a. It will ask you for a workspace folder.
Browse to your usb stick and create a folder called “Java”. Use this older as your workspace.
a. If you want to organize it any other way, go right ahead. This will be the space where all your
programming projects are saved to.
Once Eclipse opens, ignore any initial messages and click “don’t show me this again”.
Go to: File->New->Java Project
a. Project Name: Hello World
b. Use an execution Environment JRE (should read): JavaSE-1.8 or another version of 1.8
Click Finish
Right-Click on the “Hello World” project folder that should now be to your left.
Go To: New->Class.
a. Name: HelloWorld
b. Check box: public static void main(String [] args)
c. Everything else leave as default.
You should now have a HelloWorld.java under the default package.
You should have also the HelloWorld.java editor present in the center pane.
Delete the \\TODO Auto-generated method stub
Replace it with: System.out.print(“Hello World”);
On the menu bar: Go To: Run->Run
a. check “Always save resourced before launching” then click ok
On the bottom pane under the console tab, you should see Hello World
CONGRATULATIONS! You just ran your first java program!!!! An output to the console (user)!!!!
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Figure 1.1 shows how information " : i
s ‘mation moves among the basic ‘hard- To exécute a program, the
ware parts ol a computer. Suppose you have a program you wish to  computer first copies the pro-
run. The program is stored on some secondary memory device, such [(PEEHLUTLEEENGA, MEOY
as a hard disk. When you to main memory. The CPU then
= you tell the computer to execute your program, reads the program instructions
a copy of the program is brought in from secondary memory and  from main memory, executing
stored in main memory. The CPU reads the program instructions Jemibe st gitimentite
; i 3 rogram ends.
from main memory. The CPU then executes the instructions one at a -
time until the program ends. The data that the instructions use, such

as two numbers that will be added together, are also stored in main memory.

1dasu0d
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1.0  introduction

We begin our exploration of computer systems with an overview of com-
puter processing, defining some basic terminology and showing how the key

pieces of a computer system work together.

basic computer processing
and software. The hardware

A computer system is made up of hardware

components of a computer system are the physical pieces. They include

They are either brought in from secondary memory or read from an input
device such as the keyboard. During execution, the program may display
information to an output device such as a monitor.

chips, boxes, wires, keyboards, speakers, disks, ca bles, plugs, printers, mice,
monitors, and so on. If you can physically touch it and it can be con-
puter system, then it is computer hardware.

The process of executing a program is basic to the operation of a com-

A computer system consists of  sidered part of a com
puter. All computer systems work in about the same way.

hardware and software that The hardware components fac ter are useless without
work together to help us solve he hardware components of a computer are uSeless withou
prohlems. instructions to tell them what to do. A progranm 1s a SEries of instruc-
tions that the hardware executes one after another. Software includes
: programs and the data those programs use. Together hardware and software
| :
form a tool that we can use to solve problems.

The key hardware components in a computer system are:

key
concept

software categories

There are many types of software. At this point we will simply look at sys-
tem programs and application programs.

N

The operating system is the main software of a computer. It does :
two things. First, it provides a user interface that allows the user to Zl:,es:f ie,,r:::?fcesﬁzr?ng;owdes g 3
interact with the machine: to click on an icon, for example, or delete ~ computer resources. S £
a file. Second, the operating system manages computer resources -
such as the CPU and main memory. It decides when programs can run,
where they are loaded into memory, and how hardware devices communi-
cate. It is the operating system’s job to make the computer easy to use and
to keep it running well.

» central processing unit (CPU)
» input/output (/O) devices

) main memory

» secondary memory devices

Fach of these hardware components is described in detail in the next sec-
tion. For now, let’s simply examine their basic roles. The central processing
unit (CPU) is the device that executes the individual commands of a pro-
gram. Input/output (1/0) devices, such as the keyboard, mouse, and monitor,
allow a person to interact with the computer.

Programs and data are held in storage devices called memory, which fall y sl
into two categories: main memory and secondary memory. Main memory | =i
holds the software while it is being processed by the CPU. Secondary mem- =
ss forever—until it is deliberately erased. The
| computer system is the

Keyboard

ory stores software more or le ==
most important secondary memory device of a typica J ,

hard disk, which is inside the main computer box. A floppy disk is like a m'g'ggfy S Y
hard disk, but it cannot store nearly as much information as a hard disk. 7 .
Floppy disks are portable. That is, they can be removed or moved from com-
puter to computer as needed. Other portable secondary memory devices
include zip disks and compact discs (CDs).

Floppy disk Monitor

figure 1.1 A simplified view of a computer system
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Several popular operating systems are in use today. Windows 98,
Windows NT, Windows 2000, and Windows XP are versions of 'fhe operat- Ho Edt Yow loos Hotsymc e = =i0l x|
ing system developed by Microsoft for personal computers. Versions of the Q@ 5[m=@o| M
e : ) . . A ==Y »| User: [John Lews E|
nix operating system are also quite popular, such as Linux. Mac OS is the — = .
| operating system used on Apple computers. | ? | Tuesday, September 16,2003 = 4| 2003 ]
. . te .
' An application is just about any software other than the operating system. ok [ Feb | Mar | Apr [ May [ Jun
issi @ 1200p B ul_| Aug Oct | Nov | Dec
Word processors, missile control systems, database managers, Web browsers, Al Cunch with Sharon e —— =
. 5 5 f . Pltamimdcoid T ©
and games are all application programs. Each application program has its 2 1:00 ! 3 01 2 3 a4 '; SB £
own user interface that allows the user to interact with that particular pro- = 7 8 9 10 1 12 13
EToDOR 14 15 17 : 4
gram 200 18 19 20 |8
. & _J n 2 B M %x % 7 |F
The user interface for most modern operating systems and applications is e S| " acutly Meeting 253 2: 37? T2z 3 4
: : . . —= g
a graphical user interface (GUI), which uses graphical screen elements. These j T
elements include: $ 400, o B oo [ B
y windows, which are used to separate the screen into distinct work EPSTED) gy |_ o | New. [ Lookue]
Ready
Bi2112002

areas

» icons, which are small images that represent computer resources, such figure 1.2 An example of a graphical user interface (GUI) (Palm Desktop™

courtesy of 3COM Corporation)

as a file

» pull-down menus, which give the user a list of options
information is the speed at which a car is going. As you press and release the

. » scroll bars, which let the user move up and down in a window =
. N ' as and brake peda ’ ; : : .
» buttons, which can be “pushed” with a mouse click 8 ) ol !S’ the CamslsR eed varies. Figure 1.3 graphically depicts a
car’s speed as it varies over time.
The mouse is the primary input device used with GUIs, so GUIs are some- Dioi . . )
p y ing ’ gital technology breaks information into pieces and shows those pieces

as nlll)mbers. The music on a compact disc is stored digitally, as a series of
n;m;1 ers. Eac.h number represents the voltage level of one specific instance
of the recording. Many of these measurements are taken in a short period

times called point-and-click interfaces. The screen shot in Figure 1.2 shows
an example of a GUL
The interface to an application or operating system is an important part
of the software because it is the only part of the program the user directly
interacts with. To the user, the interface is the program.
The focus of this book is high-quality application programs. We

i As far as the user is concerned, explore how to design and write software that will perform calcula- -
: : : . ; . mp
§§ the interface is the program. tions, make decisions, and control graphics. We use the Java pro-
(-] . .
= gramming language throughout the text to demonstrate computing
concepts.
O mph

time

digital computers

Two techniques are used to store and manage information: analog and digi-
tal. Analog information is continuous. For example, a thermometer is an
analog device for measuring temperature. The mercury rises in a tube at the
same time the temperature outside the tube rises. Another example of analog

figure 1.3 A car’s speed as it changes over time
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Digital computers store infor-

mation by breaking it into

pieces and representing each

place as a number,

computer systems

of time, perhaps 40,000 measurements every second. The number of meas-
urements per second is called the sampling rate. 1f samples are taken often
enough, the separate voltage measurements can be used to create andan‘a.log
signal that is “close enough” to the original. In most cases, the reproduction
is good enough to satisfy the human ear.

Figure 1.4 shows the sampling of an analog slgnfll. W!len aﬁa&og
information is converted to a digital format by breaking it mt(? pieces,
we say it has been digitized. Because the changes that occur in a sig-
nal between samples are lost, the sampling rate must be fast enough
to make up the difference.

Sampling is only one way to digitize information. For example, a sente-nce
can be stored on a computer as a series of numbers, Wht.?rf: each number rep-
resents a single character in the sentence. Every letter, digit, and punctuanm}
mark has been given a number. Even the space character gets a number.
Consider the following sentence:

Hi, Heather.

The characters of the sentence are represented as a series of 12 numbers, as
shown in Figure 1.5. When a character is repeated, such as the uppercase
‘7', the same number is used. Note that the uppercase version of a lictter 1;
stored as a different number from the lowercase version, such as the 'H' an
'h' in the word Heather. They are considered different characters.

Information can be lost
between samples

Analog signal

)

]

)

|

|

]

]

1

]

]

1

]

:

\

:

]

:‘

Sampling process ':
:
1
\
Iv

1}
- i
LTI
i
¥
! ]
1 |
1 1
]
. i
1
]
1
! 1
1
{ 1
1]
1
1 |
1
' |
1 L]
]
1 1
i 1
i ]
]
: 1}
|
! |

v

e
N T
I

Sampled values 12 39 40 a7

figure 1.4 Digitizing an analog signal by sampling

y, Heather.

/N

72 105 44 32 72 101 97 116 104 101 114 46

figure 1.5 Text is stored by mapping each character to a number

Modern computers are digital. Every kind of information, including text,
images, numbers, audio, video, and even program instructions, is broken

into pieces. Each piece is represented as a number. The information is stored
by storing those numbers.

binary numbers

A digital computer stores information as numbers, but those numbers are
not stored as decimal numbers. All information in a computer is stored and
managed as binary numbers. Unlike the decimal system, which has 10 digits
(0 through 9), the binary number system has only two digits (0 and 1). A sin-
gle binary digit is called a bit.

All number systems work according to the same rules. The base value of
a number system tells us how many digits we have to work with and what is
the place value of each digit in a number. The decimal number system is base
10, whereas the binary number system is base 2.

Modern computers use binary numbers because the devices that
store and move information are less expensive and more reliable if
they have to represent only one of two possible values. Other than

. ] . i . binary
this, there is nothing special about the binary number system. Some

computers use other number systems to store information, but they
aren’t as convenient.

Binary

Some computer memory devices, such as hard drives, are magnetic.
Magnetic material can be polarized easily to one extreme or the other, but
in-between levels are hard to tell apart. So magnetic devices can be used to
represent binary values very well—a magnetized area represents a binary 1
and a demagnetized area represents a binary 0. Other computer memory
devices are made up of tiny electrical circuits. These devices are easier to cre-
ate and are less likely to fail if they have to switch between only two states.

We’re better off making millions of these simple devices than creating fewer,
more complicated ones.

1.0 introduction

values are used to store

all information in a computer
because the devices that use

information are inexpen-

sive and reliable.




computer systems

alues and digital electronic signals go hand in hand. They improve
our ability to send information reliably along a wire. As we’ve seen, an ana-
log signal has continuously varying voltage, but a digital signal is discrete,
which means the voltage changes dramatically between one extreme (such as
+5 volts) and the other (such as =5 volts). At any point, the voltage of a dig-
ital signal is considered to be either “high,” which represents a binary 1, or
“Jow,” which represents a binary 0. Figure 1.6 compares these two types of

Binary v

signals.

As a signal moves down a wire, it gets weaker. That 1s, the voltage levels
of the original signal change slightly. The trouble with an analog signal is
that as it changes, it loses its original information. Since the information 1s
directly analogous to the signal, any change in the signal changes the infor-
mation. The changes in an analog signal cannot be recovered because the
new, degraded signal is just as valid as the original. A digital signal degrades
just as an analog signal does, but because the digital signal is originally at
one of two extremes, it can be rein forced before any information is lost. The
voltage may change slightly from its original value, but it still can be inter-
preted as either high or low.

The number of bits we use in any given situation determines how many

items we can represent. A single bit has two possible values, 0 and 1, so it

can represent two items of situations. If we want to represent the state of a

lightbulb (off or on), one bit will suffice, because we can interpret 0 as the
lightbulb being off and 1 as the lightbulb being on. If we want to represent
more than two things, we need more than one bit.

Two bits, taken together, can represent four items because there are
exactly four ways we can arrange two bits: 00, 01, 10, and 11. Suppose we
want to represent the gear that a car is in (park, drive, reverse, or neutral).
We would need only two bits, and could set up a mapping between the bits
could say that 00 represents park, 01 repre-

and the gears. For instance, we
presents neutral. (Remember that

sents drive, 10 represents reversc, and 11 re

Analog signal Digital signal

figure 1.6 An analog signal and a digital signal

1 .

10 is not ‘ten’ but ‘one-zero’ and ‘11’ is not ‘eleven’ but ‘one-one.’) In this
case, it Wouldn"t matter if we switched that mapping around, though in some
cases the relationships between the bit arrangements and what they

represent is important.

p There are exactly 2" ways to
arrange N bits. Therefore N
; : gh : bits can repre N
arrangements of three bits. Similarly, four bits can represent 16 items,  unique ite:lrs-sem T

Three bits can represent eight unique items, because there are eight

five bits can represent 32 items, and so on. Figure 1.7 shows the
relationship between the number of bits used and the number of items the
can represent. In general, N bits can represent 2N unique items. For ever b'};
added, the number of items that can be represented doubles. . 7

k)

We’ve seen how a sentence of text is stored on a computer as numeric val-
u}fl:s. Those numeric values are stored as binary numbers. Suppose we had
c a;acter strings in a language with 256 characters and symbols. We would
nee tof use eight bits to store each character because there are 256 unique
ways of arranging eight bits (28 equals 256). E

S . Each arrangement of bits i
specific character. ° s e

Ultlmate!y, representing information on a computer boils down to the
number of items and how those items are mapped to binary values

1 bit i
2 items 42 i?(latr:ls Baitl:::s 325 il::;s
2 _ 00 000 0000 00000 10000
01 001 0001 00001 10001
10 010 0010 00010 10010
11 011 0011 00011 10011
100 0100 00100 10100
101 0101 00101 10101
110 | 0110 00110 10110
111 0111 00111 10111
1000 01000 11000
1001 01001 11001
| 1010 01010 11010
| 1011 01011 11011
| 1100 01100 11100
| 1101 01101 11101
1110 01110 11110
. | 1111 01111 11111

figure 1.7 The number of bits used determines the number of items
that can be represented

1.0 1introduction

1daduod
A3y
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CHAPTER 1  computer systems
i hardware components
Let’s look at the hardware components of a computer system in more detail.
Consider the computer described in Figure 1.8. What does it all mean? Can
the system run the software you want it to? How does it compare
systems? These terms are explained in this section.
computer architecture
The architecture of a house describes its structure. Similarly,
computer architecture t0 describe how the hardware compon
puter are put together. Figure 1.9 shows the basic architecture of a computer
system. Information travels between components acro
called a bus.

The CPU and the main memory make up the core of a computer. As we
mentioned eatlier, main memory Stores programs and data that are being
used, and the CPU executes program instructions one at a time.

Suppose we have a program that figures out the average of a list of
- — . .
5 I::d?}n::ﬁ?h?glm:n:ﬁhe numbers. The program and the numbers must be in main memory
@ 8 + - =
=85 main memory. Main memory 15 while the program runs. The CPU reads one program instruction
When it needs data, such as

used -l_:_’h5‘°"3 programs and main memory and executes it.
data, The CPU executes a pra- x . . [ .
grants instructions one at in tljae list, the CPU reads that in :

until the program ends. The answer 18 stO

time.
further processing Or in long-ter

Almost all devices in a computer Systeit
memory are called peripherals.

~ = 950 MHz Intel Pentium 4 processor
\ = 512 MB RAM

\ = 30 GB Hard Disk
| » CD-RW 24x/ 10x/40x

| s 56 Kb/s modem

figure 1.8 The hardware specification ofap

/

to other

we use the term
ents of a com-

ss a group of wires

a number

formation as well. This process repeats
red in main memory to await

m storage in secondary memory.
1 other than the CPU and main
Peripherals operate at the periphery, or outer

‘ = 17" Video Display with 1280 x 1024 resolution \

articular computer

1.1 hardware components

| Central | |

processing e J Main
| unit | | W |
| Bus
Disk ‘ [ v T I g
ideo (
controller ‘ controller Controller ‘ Controller

I T O
H Other peripheral devices

figure 1.9 Basic computer architecture

!
5

d
ien t{,zz,ctofj .the Tyste.n;1 (:thhough they may be in the same box). Users don’t
irectly with the CPU or main mem ;
o : - . ory. Instead users int i
me.perlpherals. the monitor, keyboard, disk drives, and so on Theelglf;JWltlc;
ain memory would not be useful without peripheral devices. .

Contr i i
- andogfr.s are devices that send information back and forth from the
P aarir(; mer;orydto the peripherals. Every device has its own way of
sending data, and part of th s job i
e , e controller’s job is to handle thi
s more, the controller often sends information back and forth .
can focus on other activities. A

pejg)il;:./;;ltp:; (()It/hO) cll(e.wces and s'econdary memory devices are one kind of
i infor;natio erb ind of perlph‘erals are data transfer devices, which
b e n t(l) e sent and received between computers. The computer
v b begure .8 has a data transfer device called a modem, which lets
i s sent across a telephone line. The modem in the example can
e maximum rate of 56 kilobits (Kb) per second, or a i-

y 56,000 bits per second (bps). ’ pere

Seco i
o zzi:srybrerzrlrllsoer}; }(liewces and data transfer devices can be thought of as
s oees | informatif(:)}; r(epresent a source (')f information (input) and a
R output). Fo-r our discussion, however, we define
s devices that let the user interact with the computer.

11
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input/output devices

Let’s look at some /O devices in more detail. The most common input
devices are the keyboard and the mouse. Others include: . 4502 .
SEs < 4803 «— Data values are stored in
» bar code readers, such as the ones used at a grocery store checkout 4804 i memory locations.
4805

» joysticks, often used for games and advanced graphical applications -
» microphones, used by voice recognition systems that interpret simple 4807 ;arcgoi\s/glcuuiﬁ,are il
yoice commands 4808 oL LSk
» virtual reality devices, such as gloves that interpret the movement of 2222

4811

the user’s hand
) scanners, which convert text, photographs, and graphics into machine- 4812

readable form

Monitors and printers are the most common output devices. Others include: figure 1.10 Memory |
: ry locations

. » plotters, which move pens across large sheets of paper (or vice versa)
represented 1 i

p d in a single byte, such as a large number, then multiple

o)

consecutive bytes ar
; ;
v I Data written to a memory loca-

» speakers, for audio output
tion overwrites and destroys

» goggles, for virtual reality display

Some devices can handle both input and output. A touch screen system
can detect the user touching the screen at a particular place. Software can
then use the screen to display text and graphics in response to the user’s

The stora ' :
orage capaci : : . 3
ge capacity of a device such as main memory is the total = 2V information that was

number of bytes i i

- te; of bytes it can hold. Devices can store thousands or millions

; N
Becayus , 50 you should become familiar with larger units of measure
e computer memory is ba i .

: sed on the binar b

Because ¢ y number system, all
torage are powers of two. A kilobyte (KB) is 1,024, or ’210
> b b

stored at that location. Data
read from a memaory location
leaves the value in memory
alone.

1daduod
£y

touch. Touch screens are particularly useful in situations where the interface
to the machine must be simple, such as at an information booth.

n Figure 1.8 includes a monitor with a 17-inch

The computer described i
diagonal display area. A picture is created by breaking it up into small pieces
called pixels, a term that stands for “picture elements.” The monitor can dis-

play a grid of 1280 by 1024 pixels. The last section of this chapter explores

the representation of graphics in more derail.
Unit Symbol

main memory and secondary memory

a series of small, connected memory locations, byte

h memory location has a unique number called Kilobyte s e
& =1024

g ( )7 b

of a kilobyte as a i
pproximately one thou
mately one million bytes, and so forth B

Number of Bytes

2° =1

Main memory is made up of
as shown in Figure 1.10. Eac

an address.
. : D . R MB 2*=1,048,5

When data is stored in a memory location, it overwrites and T e 1L
o . . . \gabyte —
= | address Is the uniaue num-  Jegtroys any information that was stored at that location. However, —_— G 2¥=1,073,741,824
&  berofamemory locatlon. It is ) . . . terab —
£S5 ysed when storing and retriev- data is read from a memory location without affecting it. yte L 2% = 1,009,511,627,776

consists of eight bits - i
g ’ figure 1.11 Units of binary storage

On many computers, each memory location

ing data from memory.
or one byte, of information. If we need to store

a value that cannot be
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bytes of main Magnetic tapes are also used as secondary storage but are slower than disks
.onal computers have 128, 256, or 5 {?‘ megla SY (We cli.scuss because of the way information is accessed. A disk is a direct access device
Many perfs he system described in Figure 1.9 since the read/write head can move, in general, directly to the information
memory, Of RAM, such - t YI ter.) A large main memory allows large needed. The terms direct access and random access are often confused
AM in more detail later in the chapter. ov don’t have o get i for- - . : ) _
i ' ral programs, to run because they doO However, information on a tape can be accessed only after first getting past
wWe 0 0
prograII;S, ‘:n" j;:()n dary memory as often. ics lfonnnlis the intervening data. A tape must be rewound or fast-forwarded to get to the
mation o ; aning that the mniofrt ight place, th have to fast-f d through
; ), meaning right place, the same way you have to fast-forward through a cassette tape to
: s usually volatile, m e n : . :
Main memory 11 if its electric power supply is turned off. Whel get to the song you want to hear. A tape is therefore considered a sequential
= Main memory is volatile, mean stored in it will be lost lc;mputer you should often save your work access device. Tapes are usually used only to store information when it is no
ion is E i na ’ vl P - 15 . . .
5 Ing the stored Information you are working © . cuch as a disk in case the power longer used very often, or to provide a backup copy of the information on a
2 E |5t when the electric power s dary memory device suc
o onto a secondary '

turned off. Secondary memary : . e
devices are usually nonvalatile. lost. Secondary memory

sually monvolatile, meaning the
power supply 1s turned off.

e devices are hard disks and floppy

i i The
4 MB of information.
ore 1 the hard

information is saved even if the

The most common secondary storag

: i disk can s )
i £ hlgh_dmbltfyhzfcll) izl);ives vary, but on personal computers,

s ;B, such as i s gystem
PR e between 10 GB and 40 GB, such as 10 the sy
ore be

drive can usually st
described in Figure 1.8. —

A disk is a magnetic medium on whl(:i]l 1:5. is:min
particles. A read/write head lpasse:c; over tlenp hs.wc ;
information. A hard disk drive might actua ye i

i ral read/write heads, such as the on -
B, ch information these devices ca

¢ represented as magnct‘i'{.ed
g disk, reading or writing
everal disks in a column
Figure 1.12.

n store, all the

disk.

Two other terms are used to describe memory devices: random access
memory (RAM) and read-only memory (ROM). It’s important to understand
these terms because they are used often, and their names can be misleading.
RAM and main memory are basically the same thing. The term RAM seems
to mean something it shouldn’t. Both RAM and ROM are direct (or random)
access devices. RAM should probably be called read-write memory, since
data can be both written to it and read from it. Information stored on ROM,
on the other hand, cannot be changed (as the term “read-only” implies).
ROM chips are often embedded into the main circuit board of a computer

and used to provide the instructions needed when the computer is initially
turned on.

15

To get a feel for how mu
information in this book, inc

6 MB of storage.

. A CD-ROM is a portable secondary memory device. CD stands for  The surface of a €D has both

S~

: g . o - ooth area small pits. @

compact disc. It is called ROM because information is stored perma- " R nallpns A 8=
-

. . . pit represents a binary 1 and a
nently when the CD is created and cannot be changed. Like a musical  smooth area represents a

luding pictures and formatting,

Read/write

head
/

Disks < . || -
n
e
i

ve with multiple disks and read/write heads

figure 1.12 A hard disk dri

CD, a CD-ROM stores information in binary format. When the CD  binary 0.
is created, a microscopic pit is pressed into the disc to represent a

binary 1, and the disc is left smooth to represent a binary 0. The bits are read
by shining a low-intensity laser beam onto the spinning disc. The laser beam
reflects strongly from a smooth area on the disc but weakly from a pitted

area. A sensor determines whether each bitisa 1 or a 0. A typical CD-ROM
can store about 650 MB.

There are many kinds of CD technology today. It is now common for a
home computer to come with a CD-Recordable (CD-R) drive. A CD-R can
be used to create a CD for music or for general computer storage. Once cre-
ated, you can use a CD-R disc in a standard CD player, but you can’t change
the information on a CD-R disc once it has been “burned.” Music CDs that

you buy in a store are pressed from a mold, whereas CD-Rs are burned with
a laser.
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A CD-Rewritable (CD-RW) disc can be erased and reused. It can

o Arewrable CD simulates e he reused because thc‘plts and flat surfaces of. a nnlrmal CD are made -
Z optsand smooth areas of aregs 0N 2 CD-RW by coating the surface of the disc with a material that,
- .
8 ‘:"’Egm“s:'g““f“'"gl"?‘ when heated to one temperature becomes nonreflective and when e
an ade nonreflective or . ' i rithmeti i
refiective as needed. heated to a different temperature becomes reflective. The CD-RW ol
media doesn’t work in all players, but CD-Rewritable drives can cre- —
ate both CD-R and CD-RW discs. | Main Bus
< I =¥
CDs started as a popular format for music; they later came tO be used as memory & Control unit
a general computer StOrage device. Similarly, the DVD format was first cre-
ated for video and is now making headway as a general format for computer -
data. DVD once stood for digital video disc or digital versatile disc. A DVD FEREES !
has a tighter format (more bits per square inch) than a CD so it can store -
| much more information. Tt is likely that DVD-ROMs will replace CD-ROMs figure 1.13 CPU components and mai
. ) . n
completely because a DVD drive can read a CD-ROM. There are currently idifieE toithaseandrotl ‘ memory
six different formats for recordable DVDs. S p—" er special-purpose registers, the CPU als
L. ) ; X . -purpose registe 0 contains
The speed of a CD drive is expressed in multiples of X, which represents a The idea of storing b };‘5 rs.
data transfer speed of 153,600 bytes of data per second. The CD-RW drive memory is called thegu OtNProgram instructions and data together in mai
described in Figure 1.8 has 24x/10x/40x maximum speed, which means it ’ BT (A E—_—— on e}:tmann architecture of computer desig malg
. ; e ; “ & umann, who fi . 1n, name
can write data onto CD-R discs at 24x, it can write data onto CD-RW discs - , who first advan . 2
) cept in 1945. These computers contin llcecf1 tl}llls ey
ually follow the fetch-d
-decode-
The von Neumann archi
itecture

execute cycle depicted in Fi
ed in Figure 1.14. An i

N . .14. An in ion 1
. ; i nolog{' improves. A general main memory and put into the instructi Tt ol o
cule in the computer industry 1S that storage capacity doubles every 18 counter increases to get ready for th e e e B | gt |
months. However, this progress eventually will slow down as storage capac- is decoded electronically to 31’ tor i gh AT S o R .

B e : etermine which operatio

clectro n to carr
A | unit turns on the correct circuitry to carry ou)'; t(l)'lut:
e instruc-

ities approach absolute physical limits.
tion, which ma
y load a data value i :
for example. ue into a register or add two values together.
>l

at 10x, and it reads data from a disc at 40x.

/ How much a device can Store changes as tech

The CPU i i
is on a chip called 1
a microproce .
b_oard of the computer. This board al ) s of the main circuit
| nication sockets to which devi also contains ROM chips and commu
: vice controll )
= _ ers, su
nages the video display, can be connected , such as the controller that

the central processing unit

The central processing unit (CPU) uses main memory to perform all the basic

processing in a computer The CPU reads and executes instructions, one after
another, in a continuous cycle. The CPU is made up of three important com-
ponents, as shown in Figure 1.13. The control unit handles the processing

steps, the registers are small amounts of storage space in the CPU itself, and | -

the arithmeticllogic unit does calculations and makes decisions. A : —
instructi
from main meurﬁg?; I | Decode the instruction
J =‘ and increment program
_ counter

The control unit ¢ransfers data and instructions between main memory I

and the registers in the CPU. It also controls the circuitf

arithmetic/logic unit.

In most CPUs, some registers have special purposes. For example, the “'
the current instruction being executed. The pro-
dress of the next instruction to be executed. In

y in the '

Execute the instruction

instruction register holds
gram counter holds the ad

fi
gure 1.14 The fetch-decode-execute cycle
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5 b i {5 W C he

s occur is called t s ludes a Pentium 4
The speed of the system dlock  pulses occu ster described in Figure 1.8 includes ¢
indicates how fast the CPUexe= 5 cegsor. The comp

]I! es < ru s a cloc S‘}ee o Z : Z), (6]
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doubling every 18 months.

15872 networks

l_(.. coO Ht{i can (l a l()( hl" (',()Il“e(:““ {‘\)ela‘ C()”l]]“ ers | L he
0O 2 g 5
A ‘ilI‘lg 3 C n‘l}}

: and make it
|ramatically increase how much they can do : dpes
oo A network is two of mOre computers ¢ ¢
o Using networks is how comme
1 o
logies are emerging every day t

into networks can ‘
easier to share informati peior s ®
together so they can exchange 1Ir\1I o acon.
cial computers operate today. New

i seworls.
improve netw - )

Figure 1 15 shows a simple computer utth:jrltO e O otk ¢

2P ¢ connecte
is ter. Any compute
etwork is a prin er o the

nl cument on that printer. One of the comput G
o which does nothing but store programs
. A file server usually has ‘
k has a file server, each in

One of the devices on the
an print a

se
many network users.
memory. When a networ
need its own copy of a program.

File server

Shared printer

==

figure 1.15 A simple computer network

he network is a file
a that are needed by
a large amount of sccondar}y
dividual computer doesn’t

1.2 networks

network connections

If two computers are directly connected, they can communicate in basically
the same way that information moves across wires inside a single machine.
When two computers are close to each other, this is called a point-to-point
connection. If point-to-point connections are used, every computer is directly
connected by a wire to every other computer in the network. But if the com-
puters are far apart, having a separate wire for each connection won’t
work because every time a new computer is added to the network, a A network is two or more com-
new wire will have to be installed for each computer already in the ~ Pues connected together so
. they can exchange information.
network. Furthermore, a single computer can handle only a small
number of direct connections.

Figure 1.16 shows multiple point-to-point connections. Consider the
number of wires that would be needed if two or three additional computers
were added to the network.

Look at the diagrams in Figure 1.15 and Figure 1.16. All of the comput-
ers in Figure 1.15 share a single communication line. Fach computer on the
network has its own network address. These addresses are like the addresses
in main memory except that they identify individual computers on a network
instead of individual memory locations inside a single computer. A message

from one computer to another needs the network address of the computer
receiving the message.

Sharing a communication line is l.ess expensive and makes adding SHaring 4. commurication line
new computers to the network easier. However, a shared line also  creates delays, but it is cost
means delays. The computers on the network cannot use the commu- ~ éffective and simplifies adding

. . 3 . . new computers to the network.
nication line at the same time. They have to take turns, which means
they have to wait when the line is busy.

One way to improve network delays is to divide large messages into small
pieces, called packets, and then send the individual packets across the net-
work mixed up with pieces of other messages sent by other users. The pack-
ets are collected at the destination and reassembled into the original message.

4

figure 1.16 Point-to-point connections
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A R— owned by different companies or organizations, and might even be located in
et o . :
fik oup of people using a conveyor belt tﬁ mowclleta SSe e con Sitterent CoumE S
is is like a gr owed to u .
"fl"hls ne place to another. 1f only one person wefrf;) a  t move, everyone Because of networks, computing resources can now be shared among
0 xe ) . ) .
rom belt at a time, and that person had a lot o 1 g e it. By taking turns, many users, and computer-based communication across the entire world is
r ’ . ; use it. . )
v;’yo uld have to wait a long time before they COE il can get their W ork now possible. In fact, the use of networks is now so common that some
0 : : all C ' g
) Sehw erson can put one box on at a time, ,u;d tf ey o:vn but i’s not as . computers can’t work on their own.
eacn p ] . evor bet Q your ] .
t as having a convey -
done. It’s not as fas \ Ise is finished.
: it until everyone €8 i
ow as having to wal
sl the Internet
ide-area networks ' Throughout the 1970s, a U.S. government organization called the T e T
tworks and wide ’ i g . | S~
local-area ne hort distances and connect Advanced Research Projects Agency (ARPA) funded several projects  work WAN) that spans the 3z
A local-area network (LAN) is designed to span mort t‘hc machines in only to explore network technology. One result of these efforts was the 9lobe =
ocal- ' s 3
1l number of computers. Usually a LAN conrfetl to install and manage ARPANET, a WAN that eventually became known as the Internet.
a . are convenient stall ¢ .
: Smb ilding orina single room. LANs are convenie naller, LANs became The Internet is a network of networks. The term “Internet” comes from the
e bu aCy SM . . .
i on ot Bighly reliable. As computers th;mc - 'a:n organization. word internetworking—connecting many smaller networks together.
[+ ~ _‘ ‘ e !
; : e way to share information throug lows E he mid 1980s through todav. the I b incredibly. 1
\ocal-area network (LAN) is an inexpensive way te having a telephone system that a rom the mi s through today, the Internet has grown incredibly. In
ocat g : v ‘ !
5 ” inexpensive way to share However, having a LAN is like having We need to be able to 1983, there were fewer than 600 computers connected to the Internet. By the
Eé ?:furmation and resources i t6 call only the peOPle in your own towr,
o yo

: : year 2000, that number had reached over 10 million. As more and more
throughout an organization. ss longer distances.

oo e O N, often across computers connect to the Internet, keeping up with the larger number of
onnects two or more LANS,

A wide-area network (WAN) ¢ ' LAN handles the communica- users and heavier traffic has been difficult. New technologies have replaced
long distances. Usually one computer on €ac 2 LAN don’t need to the ARPANET several times over, each time providing more capacity and
on . ) . iters . .
tiof across 2 WAN. This means the other compv Figure 1.17 <hows several faster processing.

' o nication. e l | .
o AN T L iya SRR wm 2SS A protocol is a set of rules about how two things communicate, ~ TCP/IP s the set of software
WAN. The LANs connected by

X ; o protocols, or rules, that govern
The software that controls the movement of messages across the the mavement.of messages
[nternet must follow a set of protocols called TCP/IP (pronounced by  across the Internet.

spelling out the letters, T-C-P-I-P). TCP stands for Transmission

Control Protocol, and IP stands for Internet Protocol. The IP software
j _ \ defines how information is formatted and transferred. The TCP software
| ' . / handles problems such as pieces of information arriving out of order or

e information getting lost, which can happen if too much information arrives

f" / One computer at one location at the same time.
in a LAN
LAN

know the d '
LANs connected into 2

1ddu0
£y

Every computer connected to the Internet has an IP address that identifies

/ _ it among all other computers on the Internet. An example of an IP address is

T 204.192.116.2. Fortunately, the users of the Internet rarely have to deal with

connection - IP addresses. The Internet lets each computer be given a name. Like IP

_ addresses, the names must be unique. The Internet name of a computer is

) often called its Internet address. Two examples of Internet addresses are
Spencer.mcps.org and kant.gestalt-ll¢.com.

The first part of an Internet address is the local name of a specific com-
puter. The rest of the address is the domain name. The domain name tells you

figure 1.17 LANs connected into a WAN
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ich the computer belongs. For example, ar{Other. When graphics, sound, animati
this hypermedia. ’ ations, and video are mixed in, we call
e)

about the organization to wh
for the network of computers in the

i Every computer connected 0
Y the Internet has an IP address meps.org 18 the domain name
- E that uniquely identifies it. M S A : ]
ontgomery County public school system, and spencer might be the A browser is a software tool th
name of a particular computer in the network. Because the domain viewing. Mosaic, the first © L_at IQadS and formats Web documents f
names are unique, many organizations can have a computer named spencer released in 1993. The desi ngrapf ical interface browser for the Web o
without confusion. [ndividual schools might be assigned subdomains that are . information that might bega er Oha Web document defines links to other, vaa[i
added to the basic domain name. For example, the chs.mcps.ors subdomain developed Mosaic went onntwa ere on the Internet. Some of the people E
is devoted to Christiansburg High School. i apd create the popular Net;.c ound the Netscape Communicationl:s) C‘(})Vr )
The last part of each domain name, called a top—ieve! domain (TLD), usu- Figure 1.18. Microsoft’s Intern:f EleavlgaFor browser, which is shown Fn
ally indicates the type of organization to which the computer belongs. The | A computer dedicated to . p orer is another popular browser.
TLD edu indicates an educational institution. The TLD com refers to a com- called a Web server. Browse plrov1d1ng BEEESsHIS Web documents is
i mercial business. For example, gestalt-llc.com refers to Gestalt, LLC, a com- Y by a Web server. Many s fShoZd and interpret documents provided A browseris asoft
pany specializing in software technologies. Another common TLD is org, HyperText Markup LZn :C ocuments are formatted using the that loads and f:rmu:i?v:f:gl §§
used by nonprofit organizations. Many cOmMpuUters, especially those outside ' embedded in HTML docufq age (HTML). Java programs can be gzzumems for viewing. These §<
of the United States, use a TLD that tells the country of origin, such as uk We explore this relationshi — and executed through Web browsers USi"l;rrlﬁgt;aronﬂen b
for the United Kingdom. Recently, some new top-level domain names have ip in more detail in Chapter 2. " language (J?Mru?n RO
been created, such as biz, info, and name.
When an Internet address is referenced, it gets translated to its correspon- - ew ad ' —
ding TP address, which is used from that point on. The software that does : < 3 Communkcator _Help _ 5 _ioixi
this translation is called the Domain Name System (DNS). Each organization 'JI Back  Fowerd ngd Hfﬂ PR S T T T I
connected to the Internet operates & domain server that maintains a list of all | # " Bookmaks & Netsis: [t 0:;’ Seach Neboaw Pint  Seculy Shop éﬁ;k
computers at that organization and their 1P addresses. [t works like tele- i Pl ' ﬂ@?'pv\/harsm .
phone directory assistance in that you give the name, and the domain server e adback —
gives back a qumber. If the local domain server does not have the IP address B Join go shopping search
for the name, it contacts another domain server that does. al Interest GmUpS The 35 ACM Spacial Int
The Internet has revolutionized computer processing. At first, intercon- . B8 30dety in Computing gg:f;:;w“'th of Public;::::?rouPs
nected computers were used to send electronic mail. Today the Internet con- . _ CDVEfing caebsroagg ;‘:Jséoclflrrjéarfcthives-
nects us through the World Wide Web. : HiEarine 201 Eﬁg&ﬂ%ﬁ and providing first?haﬁccjhmcal
SIG Mambership Offerings rends, of the latest development
9 SIG Confarence Calendar
the worl d Wi de Web | :’mﬁmmuﬁ ! ['.!,?ﬂ'.;?i?ftﬁ@ ACM SIGs
» SIG Go M S1Gs
The Internet lets us share information. The World Wide Web (also known as @ 516 Bylaws = . ;’;‘:‘f'téf‘r_ Information
WWW or simply the Web) makes sharing information easy, with the click of ® Contacts ) “m%iﬁ%ﬁ% i
a mouse. | @ How Lo starl & 816 Chapter 16 Projegt Fund
The Web is based on the ideas of hypertext and hypermedia. The term '
hypertext was first used in 1965 to describe a way to organize information. ' . What's New:
In fact, that idea was around as early as the 1940s. Researchers on the DT Visit the NEW ACM Partall
B The World Wide Web is soft Manhattan Project, who were developing the first atomic bomb, envi- : i —— | L,'J
gE mﬁ;:a;c:;::?:;ﬂziﬂgj sioned such an approach. The idea is that documents can be linked at figure 1.18 Netscape Navigator browsi e —
e logical points SO that the reader can jump from one document to (used with permission OSflr;%;r; HTML document
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problem solving

Uniform Resou rce Locators Locator (URL). A URL The purpose of writingla program is to solve a problem. Problem solving, in
iform Resource LOC . general, consists of multiple steps:
Every Web docurréent has t: a[rizn(() il Web browser. An
. i men
uniquely specifies docu

1. Understanding the problem.
example URL is:

2. Breaking the problem into manageable pieces.

http://www,yahoo.com 3. Designing a solution.

, . s a
eces of information. The first piece 18

should communicate.
hine on which the 5. Implementing the solution.

e

ool i d ik he browser 4. Considering alternatives to the solution and refining the solution.
protocol which determines the way the bro
bl

g mac
A URL uniquely specifies docu- the Internet address of the

. $ X . . ’ . 1f : : lc
S ments and other information The seconc.l piece is The third piece of information 18 the file name i | 6. Testing the solution and fixing any problems. The purpose of writinga pro- g _
T d on the Web fora document 18 stored. The ith the Yahoo URL, the Web ) ] ) . . gram is to solve a problem, Az
£5 ::)un :r o abtain and display: file name is given, as is the case with d heml) Although this approach applies to any kind of problem solving, it 3
WS 1 ? ; 1 . . ’ . =
ro . ¢ often provides a default page (such as mdex works particularly well when developing software.
serve - . . . .
look at another example URL: The first step, understanding the problem, may sound obvious, but skip-
’s 100 . . .
Let’s 10 heml ping this step can cause us all kinds of problems. If we try to solve a prob-
« e tm Py // .
. oestalt-llc.com/vision. lem we don’t completely understand, we often end up solving the wron
ki h hich stands for HyperText Transfer problem mpleecly ’ P & &
. i b .
. e protocol is http, . e to a we .
. UI%: o a{I:)hjnc referenced is www (@ typical referf;ﬂ‘(-ea file to be After we understand the problem, we then break the problem into man-
m : J " S 15 . . . :
g 3 ¢ domain gestalt-lic.com. Finally, VlSlO“-htmf URLs exist ageable pieces and design a solution. These steps go hand in hand. A solu-
> t ’ . . : - . :
scrver.), fﬂ;n ?h ¢ browser for viewing. Many other forms fo tion to any problem is almost never one big activity. Instead, it is a series of
transi‘efrre e ‘he most COMMON. small tasks that work together to perform a larger task. When developing
but this form 1s software, we don’t write one big program. We design separate picces that are
ek responsible for parts of the solution, then we put all the parts together.
ide We -t .
the World W Our first idea for a solution may not be the best one. We must con-
Internet VS. ing. There . : : . : : i i
the ¢ and World Wide Web do not mean tk.)e same t::—tgof ponii sider all the possible solutions. The earlier we consider alternatives, I:lijras:;:tl:l‘::"mz;:?t'g: 1 §§
The terms Iﬂte:if‘ft; - ces between the two. The Internet is alnetv_v o the easier it is to modify our approach. SRR eprob) &2
; en ications that 1€ts =
are important dl er 1ca

‘s a set of software app . . ) i
1d. The Web is a se ?ormati.on— The Web is not a net- | Next we take the design and put it in a usable form. This stage is

et to Vi : i+ is not bound where we actually write the program. Too often programming is thought of
us use the Intern , ffectively with the Internet, 1t 1 . d i his | f the | )
k. Although the Web is used effectively omected to any other net- as writing code. But in most cases, this is one of the last and easiest steps.
wor .Th Web can be used on a LAN that is not '“m; docunients | The act of designing the program should be more interesting and creative
e N e 3 . . . . N . .
o lti< ven on a single machine to display HTML doc | than just turning the design into a particular programming language.
work or €

- or
ers all over the w :
puter ow and exchange in

! Finally, we test our solution to find any mistakes so that we can fix them.
. Testing makes sure the program correctly represents the design, which in

TR mmin turn provides a solution to the problem.
': S Pro9re ’ llows software to be easily exchanged and l
S k shows you how to create pro-

f/,rogramming in gen-

Throughout this text we explore programming techniques that let us ele-
gantly design and implement solutions to problems. Although we will often

8o into detail, we should not forget that programming is just a tool to help
us solve problems.

- ing langua

The Java programming .
cflted via the Web. The rest of this boo o

- ava. This section discusses the purpos

grams using ] ming language.

eral and introduces the Java program
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the Java programming Tanguage

A program is written in a particular programming language that uses specific
words and symbols to express the problem solution. A programming lan-
guage defines a set of rules that determine exactly how a programmer can
combine the words and symbols of the language into programming state-
ments, which are the instructions that are carried out when the program is

executed.
There are many programming languages. We use the Java language in this
d techniques. Although our

book to demonstrate programming concepts an
main goal is to learn these software development concepts, an important

side-effect will be to learn the development of Java programs.

Java was developed in the early 1990s by James Gosling at Sun
Microsystems. Java was introduced to the public in 1995 and has gained
tremendous popularity since.

¢ attention was because it was t
but it also has important fe

he first programming

One reason Java go
atures that make it

language created for the Web,

a useful general-purpose programming language.
Java is an object-oriented programming language. Obijects are the
?:::;;‘;: ;?‘:;ji:;ﬁt::te A basic pieces that make up a program. Other programming languages,
programming. such as C++, let a programmer use objects but don’t reinforce that

approach, which can lead to confusing program designs.

¢ to use to learn programming
other lan-
n less

key
concept

Most importantly, Java is a good languag
concepts. It doesn’t get bogged down in unnecessary issues as some

guages do. Using Java, we can focus on important issues and not 0
important details.

The Java language has a li

developing programs. This libr
and interact with databases,

able to cover all aspec

brary of extra software that we can use when
ate graphics, communicate Over
among many other features.
ts of the libraries, we will

ary lets us cre
networks,
Although we won’t be
explore many of them.

Java is used all over the
ming technologies of all time.
learn programming concepts, it is
you well in the future.

world. Tt is one of the fastest growing program-
o not only is it a good language in which to
also a practical language that will serve
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a2 Java program

Comments d

0 not aff
S X Bct a pro-
P someone read- Qhram-s processing; instead i
grammers should .. help someaone readlngl the

ident: code und
identify the pur-  gram doe:‘rsrand what the pro.

1daduo0)
Koy

Tisting
Tk

VT T
p PRk W R o kb g g
r.r i.ﬂ(‘n i ! S W kW T
PiF - ._|_1)_ Java " &) SR Ak ok kRl .
y Author: T ¢ L R

: Lewls WK Xk h

[Lofthe /1 T P
WL !"N"'"rt-"oc'j".i]“__; ok b

//"“"---_"‘—_"——_—--—— e ———— —— - - T e e
// Erlnts a pIeSldentla‘l quote.
- —
// e e i s ——
e, ————— __-_-._-.—-__..__-__h_____.______--._.‘__-_._ - e e ___.__._. —
—_—
_— — -
System.out.prlntln A quote by Abr ha lllcoln.‘ 7
( a m L
)I
System.out.prllltln ( Whateve yoO . H
X u aIe, be a good one )

5 _
quote by Abraham Lincoln:

Wha '
dtever yoy are, be a good
od one.
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s definition. This class is

could have named it just about anything Weé
from the first opening brace ({) t0 the final
ram. All Java programs are

The rest of the program in Listing 1.1 is a clas
called Lincoln, though we
wished. The class definition runs
closing brace (y) on the last line of the prog

defined using class definitions.
Inside the class definition are some mor

of the main method, which is defined
method is a groupP of pvogramming statements that are given a
ramming

case, the name of the method is main and it contains only two prog
¢ a class definition, @ method is also enclosed in braces.

lications have 2 main method, processing
ming statement in the main me
{ the method is reac

cthod definition inaJavap
d void, which we examine later

es pot come into play in

also.

e comments describing the purpose
he comments.

directly below ©
name. In this

which is where
thod 1s executed, one at
hed. Then the program
yogram is always

statements. Lik

All Java app
begins. Fach program
der, until the end ©

4 time in OF
The main M

ends, or terminates.

preccded by the words publ1ic, static,an
in the text. The use of string and args do

this particular program. We describe these later

In ajava application: process- . . )
The two lines of code In invoke another

ing begins with the main
method. The matn Mmeth called println (pronounced “print line™). We invoke, OF call, a
t it to execute. The println method prints the

i moihod hen v 0
and void. specified characters tO the screen. The characters to be printed are Fep-
resented as a character String enclosed in double quote characters (")-
When the program is executed, 1t calls the printin method to print the first
statement, calls it again tO print the second statement, and then, because that
s the last lin€ in the program, the program terminates.

The code executed when the printlin method 18 invoked is 0

this program- The println method is part of the system.
which we exp

the main method method

key
concept

ot defined in
out object

lore in MOre detail in Chapter 2.

only language fea-

reading the code what they are

grammer wants the
and often many
ammer may 1ot
point in the
s not

comments

Let’s look at comiments

rure that let programme
thinking. Comments should tell the reader what the pro

do. A program is often used for many years,
made to it OVer time. Even the original progr
he details of a particu‘iar program when, at some
needed. Furthermore, the original programmer i
ke the changes, and someone completely unfamiliar

in more detail. Comments are the

rs tell a person

program to
changes are
remember t
future, changes are
always available to ma

with the pro )
gram will
fore very important need to understand it. Good documentati
. ntation is ther
e_

As far a
s the Java
. rO .
written using any Coﬁte gramming language is concerned
puter; they do nt whatsoever. Comment o comments can be
not affect how the program s are ignored by the com
executes. i

(S
1
g

// This is a comment.

This type of com . )

end of the line. Y;rllle::nti:ﬁlrﬁs with a double slash (//) and conti

computer ignores any text a;iVe any characters between the twntlrllues to the

1.\ commens can follow cod ter the double slash and to the o slashes. The

line, as in the following ezarengln the same line to dOCumentetrlllitOf 'thej lirlle,
e: particular

Sys m y Y
. .prlntln
( Monthl Report ) H //
te out H always use this title
* This is another comment b /

This com
ment type does

not use th .
comment. Anythi eend of al .

o ything be . ine to indic
asterisk-slash (*/) i :V:ee;l the first slash-asterisk (/ *;i te tcflle end of the
Character that represeﬁtr ho the Comment, iﬂCluding the ‘an‘ ) the Second
s the end of a line. Therefore, thi invisible newline

i ) 1S type Of comm

ent

can extend ov: :
er multi a
asterisk. ple lines. No space can be between the sl
e slash and th
e

—_

The tw '
o basic com
. ment t
tion styles ypes can be used
, such as: sed to create diff
) erent docume
nta-

// Omimn (o]
1s a C ent n a :Lngl 1 e.
his S e ain

// Some

comments
// dese such as th

rve t ose abov
/7 alttentionoobe blocked off to focismethofls or classes

n a particular aspect OfspeCJ.al
your code
. Note

// that
each of .
// comment. these lines is technically
a separate

This i
is is one comment

that
2 spans several lines

1.3 programming
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S

reserved words

identifiers and
ed identifiers. The
Although the Ja
va lan 8 L.
J guage doesn’t require it, using the same case = Javals case sensitive. The

The various words used when writing programs are call
.dentifiers in the Lincoln program are class, Lincoln, public, static, fomm e ol oo rd
5 . . : These fall i each kind of identifi . 8
void, main, Strind, args, System, out, and println. These fall into understand. For example, we u f1e1.' lmakes your identifiers easier to uppercase and lowercase ver- ,g,§
ter of each word) for cl , s Litie case (uppercase for the first let- ;s(lons ofdlsuengrecisting, §<
r class names. That is a ] ) ) ‘ou should use the same case
ava convention, although  convention for different types
of identifiers.

three categories:
. it i
(Lincoln and args) does not technically have to be followed. Throughout th
String, System, out, ghout the text, we

30
28 Programmers often concentrate so much on writing code that they focus T Ty

too little on documentation. You should develop good commenting practices Throughout this bo kwor s used are class, public, static, and void
. . e 3 id.

and make them a habit. Comments should be well written, often in complete 1.19 lists all of the(} , we show Java reserved words in blue t?ype Fi
- i - : . . Figur
sentences. They should not tell the reader things that are obvious or confus- marked with an asterizla reserved \(iivords in alphabetical order. The W(g)rdz

g ] x . are reserved f i | —
ing. The following examples are #ot good comments: off Eellatmage butonRl o hive or possible future use in later versions
. no meaning i
System.out.println ("hello™); // prints hello . cannot be used for any other purpose, such 8 1r'1 Java. A reserved word
b n "y e : . = 0] as nami
SYStem.out.prlntln ("test")i // change this later A TelenRil Rt e ke i HoRsel ng a class or method.
) ) ) tion of . in a program can b .
The first comment tells the obvious purpose of the line and does not add any B B letters, digits, the underscore character (_), and th Zaﬁy combina-
. i ‘ 1 o . _ e :
new information to the statement. It 1S better to have no comment than a use- Theref cannot begin with a number. Identifiers ,ma b ? ar sign (),
. . re e
less one. The second comment 18 confusing. What should be changed il 1i’jll‘fldto1:al, label7, nextStockItem, NUM Box};s (Zi i
_ . ; vali ifi WU | a
s Inline documentation should later? When is later? Why should it be changed? identifiers, but 4th_word and coin#val s $§1mount glic
S not be confusing or obvious. . . ) . Both uppercase and | ue are not valid.
2g It is considered good programming style to use comments In a con- diffe . owercase letters can be used in an identif
(5] . ; ren i : identifi
sistent way throughout an entire program. fie cedsmportant: Java is case sensitive, which me htl 1e5, apd the
d frf names that differ only in the case of their | D EEO0HS feen
ifferent i e ir letters are i
nt identifiers. Therefore total, Total considered to be
, Total, ToTaL, and TOTAL are all
|
|

y words that we make up

» words that another programmer chose {

println, and main)
» words that are reserved for special purposes in the language (class, betract
: s ; do :
public, static, and void) o implements protected h
an double : rows
. piid 4 —_— F B import .
While writing the program in Listing 1.1, we simply chose to name the break a5, o= r public transient
' . " stanceof
class Lincoln, but we could have used one of many other names. For exam- byte T . return e
. . o in ,
ple, we could have called it Quote, OF Abe, or GoodOne. The identifier axrgs case e _ short T
. ¥ - - . [ 5 interfa . !
(which is short for arguments) 18 often used in the way we us€ it in Lincoln, catch e ) i static void
o . e . . OT! ‘
but we could have used just about any identifier in its place. char finally = strictfp volatile
native
out, and println were chosen by other class E— - super while
const* switch
For . synchronized
lze

The identifiers String, gystem,

II
These words are not part of the Java language. They are part
continue goto* package .
this

programmers.
of a huge library of predefined code, a set of classes and methods that some-
one has already written for us. The authors of that code chose the identi- default if .
. : . . . privat
hem. We discuss this library of predefined code in - throw
figure 1.19 Java reserved words

fiers—we’re just using t
more detail in Chapter 2.
ved words are identifiers that have a special me
y be used in predefined wa

aning in a program-
ys. In the Lincoln

Reser
ming language and can onl
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white space

[de“ t1 l 1er

oo oter 1
}~ﬂJavaLener-s cha h
==z racters. e ph :
A e phrase white s
—y Java Digit sheet : pace refers to the f. .
Java DIgR of paper o act that, on a Whit
P p .Wlth black printing, the space bet > white & space can make a 3
symbols is white. A pro Wﬂﬁmwmmam,PWWﬂmmmmm =B
T o programmer uses white space to emphasiz understand: 8=
An identifier is a letter followed by zero or more letters and digits. _ nd make a program easier to read ETpants a
A Java Letter includes the 26 letters of the English alphabet in both ! Except when it’s used to separate words, th
uppercase and lowercase, the $ and__(underscore) characters, as well _ space. It does not affect the execution of S e ompHtey Tenanss, wiile
. s a : .
as alphabetic characters from other languages. A Java Digit includes | 8;ammers a great deal of flexibility in how th pf;)gram_ This fact gives pro-
) of a . ey tormat .
the numbers 0 though 9. =) Pf(zlgram Should be divided in logical places and v iy gl
Examples: ente andah@WdSOtmﬂthemogam%smuaurfxﬁmnhn%ShOMdbe
Because whi i ¢ 15 cleat
L2184, ways, Fo te space is ignored, we can write a program i .
WAX_HEIGHT " . For .example, we could put as many words h many different
il : ¢ CIOdfe in Listing 1.2, the Lincoln2 progra a p?SSIble on each line,
erent - , m, is for gy
Keyboard . y from Listing 1.1, Lincoln, but prints the ;am matted quite dif
aking whit € message.
- SymiOl e space to the other extreme, we could write alm
. . B . on a different line, such as Li . ost every word
describe the preferred case style for cach type of identifier as we introduce At TersEnEol B ncoln3, shown in Listing 1.3
them. in the same way, butothLJ.ncoldnfalre technically valid and will execute
. o . ' - ; ey are differe o —
An identifier can be as long as you like, but you should choose your ' Listings 1.2 and 1.3 show poor st 1nt f;om a reader’s point of view. You should always follow a set
names carefully. They should be descriptive but not wordy. Don’t use understand. You should use a set yfe and make the program hard to ofguldzlings that estabiish the 25
: : i~ e T , wa <
ion to this rule can be made readability of your code of style guidelines that increase the yojr‘;",‘;gff;;‘j‘ and document S

uch as a or x. An except
jly descriptive, such as using x and y to re
h. Likewise, you should not use unnecessarily

meaningless names S
present

if the short name is actua

(%, Y) coordinates on a grap
| long names, such as the identifier thecurrentItembe ingProcessed.
The name currentItem would serve just as well. | Yisti
. . . . 7 ng
As you might 1magine, wordy identifiers are much less common 1.2
o s than the names that are not descriptive. You should always be careful
=" entifier names shou e N : . . e
S8 descrpive and readable. when abbreviating words. You might think curstvalisa good‘name ;/ s e ool
=g to represent the current stock value, but another person trying to /? Lincoln2.java PR ek ok ok ok ok ko ok ko ok ok
3 ] r: Lewi ) bk ki A
understand the code may have trouble figuring out what you meant. Y- 2L IRl YRl R
pie . emonstrates a po -
ths after writing it. Rk poorly formatted, o
0 ey o o i e e la, program.
* Ak EE R R R R i S S
@ gk dok Kok k&

you two mon
separated by the dot (period) char- .
pUbliC class Li
incoln2{publi q
| System. R b ic static void . =
. System Zst-pr%ntln(--A quote by Abraham Liﬁzzi(sfrmg[ Jargs){
.println("Whatever you are, be a goné )i
’ fo) one." ) 11}

It might not even be clear to
va is a series of identifiers
t is the way W
o method. Names appear

e designate the object through
quite regularly in I

A name in Ja
acter. The name system.ou
which we invoked the printl

Java programs.

L_ output

~ Wh '
atever you are, be a good one

|

A
quote by Abraham Lincoln: '
: ¥ - ”
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statements used to express the instructions, and the overall organization of
those instructions, vary with each language. Furthermore, a computer must
be able to understand the instructions in order to carry them out.

I EIT = 3
' 1“‘“{“?3 | This section explores types of programming languages and describes the

i = kkkkkkh¥ .
. *********************************** special programs used to prepare and execute them.
kkk**

* kK .
//***************** oftus/COCklng

. Lewis/L
| // Lincoln3.java puthor: L
//
h // Demonstr
//**************

d.
. {s poorly formatte .
ates another valid program t&i:*t**g********************** pr.ogr.amm.lng 'language "eve'ls

% *
********************** |

| There are four groups of programming languages. These groups basically

. class reflect the historical development of computer languages:
public !
Lincoln3 » machine language
.{ { public » assembly language
static 4 » high-level languages
vol
main » fourth-generation languages
' ( . .
! seving In order for a program to run on a computet, it must be in that computer’s
' 1 ) machine language. Each type of CPU has its own language. For that reason,
[ . . . .
- args we can’t run a program written for,a Sun Workstation, with its Sparc proces-
{ . . .
system.out.println . ( ; sor, on an IBM PC, with its Intel processor.
np quote by Abraham imiznt.ln Each machine language instruction can do only a simple task. For
N system.out.p : : : . .
; 3(’ . f:xample, a single machine language instruction might copy a value  aj programs must be trans- g
| wwhatever you are, be a good one. into a register or compare a value to zero. It might take four separate lated to a particular CPUS A=
, ) machine language instructions to add two numbers together and to E“h'"e ia:guage Inorderto g
1. 0 e executed.
| . store the result. However, a computer can do millions of these instruc-

} e — tions in a second, and therefore many simple commands can be
e EnesEe RO RS EERRN S U o e R Sl WSS I quickly executed to accomplish complex tasks.

— e Ca e W ol o1 BB : Machine language code is expressed as a series of binary digits and is
a;‘ﬁ’g‘? good one: o e o oY : o, extremely difficult for humans to read and write. Originally, programs were
T Ty S— entered into the computer using switches or some similarly tedious method.

| e - These techniques were time consuming and error prone.

Next came assembly language, which replaced binary digits with

L4 progr'a mm1 ng Tangu ages mnemom'?s, short English-like words tha'F represent comma.nds or data.‘ IF is

. | . - ions to a friend. You might explain th.ose much easier for programmers to deal with words than with bl'nary digits.

Suppose you are giving travel directio O b as English, French, or Italian. However, an assem‘bly language program cannot be executed directly on a
directions in any one of several languages, ou use, but the way computer. It must first be translated into machine language.

i r which language y | | |
o e e drcione s & matti Furthermore, YOIl friend must be able Generally, each assembly language instruction equals a machine language
‘ . | | . u , i ] - . .

toundersa 4 e e dlfferen. order to follow the directions. instruction. Therefore, like machine language, each assembly language
in . ' | . .

O o ot ke . N i f rogramming lan- Instruction does only one simple operation. Although assembly language is

Similarly, you can write a program in one o many progr
L 3

o L and Smalltalk The purpose of the | better than machine code from a programmer’s point of view, it is still
Ada, C, C++, Pascal, )
guages, such as Java, ’

g g y p > II'.U\-
‘. 1 th ar 1CUIE
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Working with high-level lan-
guages lets the programrmer
ignore the details of machine

language.

computer systems

tedious to use. Both assembly language and machine language are considered

low-level languages.

Today, most programmers use & high-lev
high-level language uses English-like phrases, s it is easier for programmers
to read and write. A single high-level language programming statement can

accomplish the equivalent of m s—of machine lan-
rm high-level means the programming statements

Javais a high-level language, as are Ada, C, C++,

el language to write software. A

any—perhaps hundred

guage instructions. The te
are like natural language.
and Smalltalk.

Figure 1.20 shows ¢
assembly language, an
bers together.

The high-level language expression in
grammers. It is like an algebraic expressio

code is longer and somewhat less readable.
cally unreadable and much longer. In fact, only a small portion of the binary

machine code to add two qumbers together is shown in Figure 1.20. The
complete machine language code for this particular expression is OVer 400

bits long.
High-level language code must be tr

he same expressions written in a high-level language,
d machine language. The expressions add two num-

Figure 1.20 is readable for pro-
n. The same assembly language
The machine language is basi-

anslated into machine language before

d. A high-level language means programmers don’t need to
for the processor on which they are working.

ate at an even higher level than
sed for automatic report gener-

it can be execute
know the machine language

Some programming languages oper
high-level languages. They might be u

h a database. These Janguages are called
or simply 4GLs,

ation or interaction Wit

fourth-generation languages, because they followed

High-Level Language Assembly Language Machine Language

14 [%fp-20], %00
14 [%fp-24]1, %ol
add %00, %ol, %00

1101 0000 0000 0111
1011 1111 1110 1000
1101 0010 0000 0111
1011 1111 1110 1000
1001 0000 0000 0000

e expression in a high-level language,

figure 1.20 The sam
vage, and machine language

assembly lang

1.4 programming languages

the first three generation
s of co : :
Bel libheledel mputer programming: machine, assembly,

compilers and 1interpreters

Several ial-
develo iSp ecial-purpose programs are needed to help with the process of
ng ne . 0
they arpe ufed :(V) It),rolgdr ams. They are sometimes called software tools because
uild programs. Examples of basi
. ) asic sof; i
editor, a compiler, and an interpreter. tware tools include an

You use an edi
R editor as you type a program into a computer and store it in
Shoul.d e ali‘e man}}lf dl(fjferent editors with many different features. You
o know the editor you will '
use regularl i
change your programs quickly. ° A
Each time
you need to make a chan
h ge to the code of
el . . your program, yo
dleavelopme r?tn editor. Fffum 1.21 shows a very basic view of theg pro:g,ryamu
process. After editing and i

' . saving your
e . g your program, you tr
rans! He1 it from hl'gh—level code into a form that can be executed, "}l:hat tr}; .
o :lyélesultdln eré'ors, in which case you return to the edi.tor to m;l:_

o the code to fix the problem .

s. Once the translati
e ation works, you can
the program and see the results. If the results are not what o

you again return to the editor to make changes oA

The i .
particult;:jr:;?:((),rfl gi} E}ource code into (ultimately) machine language for a
o aren 8o oot Can1 occur in many ways. A compiler is a program
nal code is called somc(e)ne danguage to code in another language. The origi-
called the rargor langus ecoF e, and the language into which it is translated is
direetly into a particuig; r. rri):cf;ir;ylzﬁrr;;:lers,l the source code is translated
pocevoceseobee il oot o i T W Ve e

l errors] erro ]
] rs

|
Edit and I ‘ |
| ‘ Translate program | “Execute program and

save progra to execu
g table fo see results

figure 1.21 Editing and running a program

37
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d and executed. Then : . '
Lntterpr;cltlr'lg high-level code directly. Executing a program by int ing i
. . er
er}lr(:lcgh ef 01: still Slowel:r than executing machine code directly. bufriit?slgf;i
; most applications. Not ’ :
el ote that Java bytecode could be compiled

of the source code, such as one statement, is translate
another statement 18 translated and executed, and so on. One advantage of
this technique is that it climinates the need for a separate compilation phase.
However, the program generally runs more slowly because the translation
process occurs during each execution.
The process often used to translate and execute Java programs

combines the use of a compiler and an interpreter. This process is pic- l
tured in Figure 1.22. The Java compiler translates Java source code

The i 'E
Deuc!ofgf;:j f‘;;r.;pléglémd interpreter are part of the Java Software
2 7k Kit (S o St N . ; 2
Jatia: Devié fopme:gi = ), whuh» is sometimes referred to simply as the Java is architecture neutral A
ware tool it (JDK). This kit also contains several other soft- pecauseava bytecode s ot 2
ools that may be useful to associated with any particular S
a programmer. The JDK can be  machine. Ca2

2 Alava compiler translates Java
=& source code into Java byte- . — . . .
(] A A
ZE  code. AJava interpreter trans into Java bytecode, wh1c}_1 is a low-level form something like machine il Hor fee rem e § :
jates and executes the byte: language code. The Java interpreter reads Java bytecode and executes (java.sun.com) or from this book’ Wubn Microsystem Web site
; ) ) : is book’s Web site.
achine. Another compiler could translate the byte tools are executed on the command line. That 'Noltle that the standard JDK
. That is, they are not graphical
pro-

code. it on a specific m
code into a particu
machine.

The difference between Java bytecode and
that Java bytecode is not tied to any particu
Java architecture neutral, and therefore will work on man
machines. The only restriction is that there must be a Java interpreter or a

bytecode compiler for each processor type on which the Java bytecode is to

be executed.
Since the compilation process translate
a low-level representation, the interpr

lar machine language for execution on that

true machine language code is Other
; programs, called Integrated Devel .
lar processor type. Thlts makesf Sulpp oftTibe deelopmant of java programse ‘1711;’]’;:7? Ezf/lronmegts (IDEs),
y types O i . ombine an edi B
piler, and other Java support tools. Which tools you will use t cf o com
programs depend on your environment. SEERR PR

s the high-level Java source code syntax and semantics
r than Fach .
ach programming language has its own unique syntax. The syntax rules of

: ules o

a language di
be co%n bignedlcttatfe exactly how the vocabulary elements of the language can
o i ) or;nv s’taten;ents. These rules must be followed in order to
= L ram. We've '
 Javasource ) \ istance. the fact th ks reg@y discussed several Java syntax rules (for
(eote rulo) T}; ; at an identifier cannot begin with a number i
e e). e . 1S a syntax
: also a Syntaj(Ct tlh atl)brgces are used to begin and end classes and mechds is
- = 7 i J_a_va \ gram is not o e.. B o COmpllation, all syntax rules are checked. If a pro-
\ . syntactically correct, the compiler will issue .ltapro
will not produce bytecode. ertor messages and

into etation process works bette

N A
l_ Java compiler J—_——.\. pytecode |
—— e |
The semanti -
— / _\ IE | happen whmmﬁ of a statement in a programming language define what will
i aytecace | el en that statement is executed. The semantics of :

| interpreter | compiler | ually very well defined. That is, there i ' a program are

|- | ety || for each statement. On the oth h, ; re is one and only one interpretation

| English or French, can often ha(:; tan e lanz(cglufal ge that people use, such as

| ; ’ wo or more differ d
ple, consider the following sentence: ent meanings. For exam-

, Machine ) |
code £
| Time flies like an arrow.

Most pe

o .

g o 5, ayptlfl:av:ould take this sentence to mean that time moves quickly in the

B e da:}? arzo;v,llmf)ves quickly. However, if time is a verb (as in “run
an time you”) and the word flies is a noun (the plural

figure 1.22 The Java translation and execution process
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The syntax rules of a program-
ming language dictate the form hard time determining W

of a program. The semantics
dictate the meaning of the pro- . Es . .
gram statements. time fly,” which might be found near an archery range.

A computer follows our

instructions exactly. The pro-
grammer is rasponsible for the .
accuracy and reliability of a puter does what we tell it to

program.

A Java program must be
syntactically correct or the
compiler will not produce byte-

code;

computer systens

etely. A computer would have a
g is correct. Moreover, this state-
{ an unusual insect known as a

After all, as

of fly), the meaning changes compl
hich meanin,

ment could deseribe the preferences O

d out, fruit flies like a banana.

valid meanings, but a computer
ruction could have two dif-
to tell which one to follow.

Groucho Marx pointe
The point is that English allows multiple
t, If a programming language inst

language can
a computer would not be able

ferent meanings,

errors

Several different kinds of pr
ing program development. T

oblems can occur in software, particularly dur-
he term computer error is often misused. From

a user’s point of view, anything that goes wrong is often called a computer
error. For example, suppose you charged a $23 item to your credit card, but
when you received the bill, the item was listed at $230. After you have the
problem fixed, the credit card company apologizes for the “computer
errot.” Did the computer arbitrarily add a zero to the end of the num-

ber, or did it perhaps multiply the value by 10? Of course not. A com-
do and uses the data we give it. If our

programs ofr data are wrong, then we can’t expect the results to be

correct. We call this “garbage in, garbage out.”

You will encounter three kinds of errors as you develop programs:

» compile-time error
» runtime error

» logical error

The compiler checks to make sure you are using the correct syntax. If the
syntax is wrong the compiler will produce a syntax error. The compiler also
tries to find other problems, such as the use of incompatible types of data.

The syntax might be technically correct, but you
something that the language doesn’t semantically al

by the compiler is called a compile-tim

occurs, an executable version of the program is not created.

The second kind of problem o
called a runtime errot,
mally or “crash.” For example, if we try to divide b
gram will crash. The system simply sto
The best programs are robust; that is,

are still attempting to do
low. Any error identified
¢ error. If a compile-time error

ccurs during program execution. It is
and it causes the program to terminate abnor-
y zero, the pro-
ps processing your program.
they avoid as many runtime

errors i
p0ssibieliistyp((:sfmcll)'le..d For le):xample, the program code could guard against the
ividing by zero and handle the situati i
' ation appropriately if i
arises. i P thae can
e s I}r: Java, many runtime errors are represented as exceptions th;’t can
caught and dealt with. We discuss exceptions in Chapter 5

T e :
i :f; (El::l;c:lkmd Zf software problem is a logical error. In this case, the soft-
es and executes without complaint, but it prod [
results. For example, a logi : o Boslalacel B
, a logical error occurs when a value is calc i

| ulated incor-

ch;lgg gsuch as adding two numbers when they should have been multipliecrl
rammer must test the program thoroughl i |
results to those that actuall e

y occur. When defects are found, th
traced bdck to the source of th i ool il
e problem in the code and corrected. Findi
: ' . . Findin
:}rlld correcting defects in a program is called debugging. Logical errors cargl
ow up in many ways, and the cause might be hard to find.

language evolution

tllEIn" IllE Ja a FICgIElIIlIIllIlg l gl'lagE llzls :llall EC[ since ltS creation. Illls
b S
: ¢ DeE 124¢€ S Ce tllf F CVious Crsion. ] :.]a 2[2’ léltf:tlll s CrgalllZEd

» Java 2 Platform, Standard Edition (J2SE)
» Java 2 Platform, Enterprise Edition (J2EE)
» Java 2 Platform, Micro Edition (J2ME)

This book focuses on the Standard Edition.

theAsse :vefdis;:ussed earllier in this chapter, the Java Development Kit (JDK) is
of software tools provided by Sun Micros
. ystems that can be used f
creating Java software. These tools includ i o
= e e et clude a compiler and an interpreter.
of the JDK (at the time of this printi i
: : s printing), which
‘{th ;he latt?stil versxonhof the Standard Edition of the Java 2 Plft)form is ?giz
4. You might use the JDK to develop your ]
. .
some other development environment. BAVSS R ORI S
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graphics k
i is book we
Graphics play an important role in computer ;ystzms. CIlnlthfls i)the e
i used. In fact,

i discuss how they are created an :

g . d hics topics. (These
i h chapter are devoted to grap
one or two sections of eac . L e
i i ithout losing continuity throug ;

sections can be skipped wi . . ) N

text.) In this section, we explore representing a picture in a compu
ing i een. N
playing it on a scr | s
A picture, like all other information stored on a computet, mtl}lft o fes

’ i ion 1 i nting thos
i i tion into pieces and represe .
tized by breaking the informa : i
ictures, we break the picture 1
as numbers. In the case of pic S, W . e e Py sl
- ned earlier in this chapter. A piX
elements), as we mentione : | . i
piece of t,he picture. The complete picture 18 stored by storing the col

each pixel.

coordinate systems

When drawn, each pixel of a picture is mapped to a pixel on the screen.
Each computer system and programming language defines a coordinate sys-
tem like a coordinate system on a street map, so that we can find particular
pixels.

The Java programming language has a relatively simple coordinate sys-
tem. Figure 1.24 shows the Java coordinate system.

Each point in the Java coordinate system is represented using an (x, y) pair
of values. The top-left corner of any Java drawing area has coordinates (0,
0). The x-axis coordinates get larger as you move to the right, and the y-axis
coordinates get larger as you move down.

A Java program does not have to be graphical in nature. However, if it is,
each graphical component in the program has its own coordinate system,
with the origin (0, 0) in the top-left corner. This makes it easy to manage

1.5 graphics

A black-and-white picture can be stored by represe.ntlln.g
each pixel using a single bit. If the bit is Zerol, thatdplxe is
’ i itis 1, it 1 ixels used to rep-

The pixels of ablackand-white white; if the bit is 1, it is black. The more pix

graphical elements.

= . - 3
:u'.?g picture can be "EP'““”‘“: resent a picture, the more realistic it looks. F1gure(:i 11..2i representing color
= ; ' . 0 121~
=8 us,:Tlge ::én?ligtrﬂ;;i;h' e shows a black-and-white picture that has been stored dig The pixels of a color picture
A :

tally and an enlargement of part o

(=]
: _ . o e : : . ey 3
{ that picture, which Color pictures are divided into pixels, just as black-and- "/t presented using three 3 g
: !
shows the pixels.

white pictures are. However, because each pixel can be  numbers, collectively called the
one of many colors, it is not enough to represent each  RGBvalue, which represent the

|| s | bit. Th : t ¢ relative contributions of three
pixel using only one bit. There are many ways to represent  primary colors: red, green, and
the color of a pixel. This section explores one popular  blue.

technique.

. B
(0,0) | X Axis
|
|
|
|
|
l
|
R ®
(x,¥)
Y Axis
)

ortion magnified

A digitized picture with a small p

figure 1. 23

figure 1.24 The Java coordinate system
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ted as a mix of three primary colors: red,
many other computer languages, colorls are
GB value. RGB stands for Red-Green-
primary color. Using one

Every color can be represen
green, and blue. In Java, as 1
specified by three numbers called an R B ve :
Blue. Each number represents the contnbuttl)on 0 ha relipmp

i 3 e three numbers, the nt
byte (8 bits) to store each of th A R

i lor determines t
255. How much of each primary o ' . N
S):;uple high values of red and green combined with a low level of blue

results in a shade of yellow.
In the graphics sections of other ¢
how to control it in a Java program.

hapters we explore the use of color and

——
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key concepts -

» A computer system consists of hardware and software that work

together to help us solve problems.

To execute a program, the computer first copies the program from
secondary memory to main memory. The CPU then reads the pro-
gram instructions from main memory, executing them one at a time
until the program ends.

The operating system provides a user interface and manages computer
LESOUrces.

As far as the user is concerned, the interface is the program.

Digital computers store information by breaking it into pieces and
representing each piece as a number.

Binary values are used to store all information in a computer because
binary-based devices are inexpensive and reliable.

There are exactly 2N ways of arranging N bits. Therefore N bits can
represent up to 2N unique items.

The core of a computer is made up of the CPU and the main memory.
Main memory is used to store programs and data. The CPU executes
a program’s instructions one at a time.

An address is a unique number assigned to each memory location. It
is used when storing and retrieving data from memory.

Data written to a memory location overwrites and destroys any infor-
mation that was stored at that location. Data read from a memory
location leaves information in memory alone.

The information in main memory is stored only as long as electric
power is supplied. The information in secondary memory is stored
until it is deliberately deleted.

The surface of a CD has both smooth areas and small pits. A pit rep-
resents a binary 1 and a smooth area represents a binary 0.

A rewritable CD imitates the pits and smooth areas of a regular CD
using a coating that can be made nonreflective or reflective as needed.

The von Neumann architecture and the fetch-decode-execute cycle are
the foundation of computer processing.

The speed of the system clock tells us how fast the CPU executes
instructions.
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self-review questions .47

» A network. is two or more computers connected together so they can » Working with high-level |
exchange information. machine lang gh-level languages lets the programmer ignore th
uage. e

» Sharing a communication line creates delays, but it is inexpensive and .
makes adding new computers to the network easier.

» A local-area network (LAN) is an inexpensive way to share informa- .
: _ ec
tion and resources throughout an organization. T & Itecture neutral because Java bytecode doesn’t h
ny particular hardware platform sn’t have to run

» The Internet is a wide-area network (WAN) that spans the globe.

» Thes i
yntax rules of a programming language dictate the form of a

» TCP/IP is the set of software protocols, or rules, for moving messages program. The semantics dictate th
e the meaning of the
program state-

across the Internet. ments.

» Every computer connected to the Internet has a unique IP address. A computer follows our instructi
uctions exactly. The :
. programmer is

» The World Wide Web is software that makes sharing information responsible for the accuracy and reliability of
a pr
» A Java program must be s g

across a network easy.
produce bytecode

yntactically correct ) ]
, A browser is a software tool that loads and formats Web documents y or the compiler will not

for viewing. These documents are often written in HyperText Markup ’ The pix?ls of a black-and-white pictur
Language (HTML). ] single bit each, 0 for white and 1 for b?accin be represented using a
» A UBL is the.uniqufz name of a Web document that a browser needs » The pixels of a color picture can be re . :
to find and display it. called the RGB value, for the three _Presented using three numbers,
» The purpose of writing a program is to solve a problem. ' blue. primary colors: red, green, and
y The first solution to a problem may not be the best one.
» Javaisan object-oriented programming language. self-review questions
, Comments help the people who read code understand what the pro- 1.1 What is hardware? What is software?

grammer had in mind.

1.2 What are the two ;
, Comments should be clear and helpful. Wo jobs of an operating system?

| 1.3 What ha en .
t ; .
| » In a Java application, processing begins with the main method. The ppens to information when it is stored digitally?

14 H g
main method must always be defined using the words public, OW many items can be represented with the following?

static, and void. a. 2 bits
» Java is case sensitive. The uppercase and lowercase versions of a letter b. 4 bits
are distinct. You should use the same case convention for different c. S bits
s of identifiers. :
type d. 7 bits

l i

» White space can make a program easier to read and understand. a. 8 bytes
» You should always follow a set of guidelines that establish the way b. 2 KB
you format and document your programs.
c. 4 MB

» All programs must be translated to a particular CPU’s machine lan-
guage in order to be executed.
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1.6 What are the two main hardware components in a computer?

How do they work with each other?

1.7 What is a memory address?

1.8 What does volatile mean? Which memory devices are volatile

and which are nonvolatile?
1.9 Whatisa file server?

1.10 What is the total number of
fully connected point-to-poin

computers?
1.11 Where does the wor
1.12 Explain the parts of the following URLSs:
P chs.mcps.org/Faculty/math.htm

b. java.sun.com/products/index.html
high-level language and

communication lines needed for a
t network of five computers? SiX

d “Internet” come from?

1.13 What is the difference between a
machine language?

1.14 What is Java bytecode?
1.15 What is white space? Does
1.16 Which of the following are

it change program execution?

not valid Java identifiers? Why?

a. RESULT

b. result

c. 12345

d. x12345y

e. blackgwhite
f. answer_7

1.17 What do we mean b
ming language?

1.18 How can a black-and-white
Os?

y the syntax and semantics of a program-

picture be represented using 1s and

multiple choice

multiple choice

1.1 Ifapi
a picture was made up of 64 possible colors, how many bits

would be needed to store each pixel of the picture?
a. 4 |

b. S

c. 6

d. 7

e. 8

How many bits are there in 12 KB?

a. 12,000

b. 98,304

c. 8192

d. 9600

e. 12,288

Which of the following is equivalent to 220 X 22 bits?

a. 2KB |

b. 4 KB

c. 2 MB

d. 4 MB

e. 4 GB

Holvxlf many different items can be represented with 11 bits?
a. |
b. 22

c. 121

d. 1100

e. 2048

Which of the following is an example of an analog device?
a. mercury thermometer |
b. computer

c. music CD

d. digital alarm clock

e. vending machine
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1.6 Which of the following s not a valid Java identifier?

a. Factorial
b.anExtremelyLongIdentifierIfYouAskMe

¢. 2ndLevel

d. level2

e. highest$ .
1.7 Which of the following is a valid Java identifier?

a. 14andCounting

b. max_value

c. 123

d. staxRate

e. hook&ladder

1.8 Which of the follow
other?

a. Total and total

b. case and CASE

c. codeTwo and code2

d. oneMore and one_lMore

e. all of the above

true/false |
1.1 The identifiers Maximum and maximum are considered the same
in Java.

1.2 ROM means random access device.

1.3 Computers continually follow the fetc

1.4 A network is two or more computers
can exchange information.

1.5 The first step in problem solving is to start imp
solution.

1.6 Web pages are usually formatted usin
Language (HTML).

1.7 Identifiers in Jav
your keyboard.

ing pairs of variables are different from each

h-decode-execute cycle.

connected together so they
lementing the

g the HyperText Markup

a may contain any characters you can find on

1.8 Java is an object-oriented programming language.

1.9 The term white space refers to characters that are not part of the

alphabet or numbers, such as the symbols %, &, and @.

1.10 Java is an assembly language.

short answer

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

Describe the hardware parts of your personal computer or of a
computer in your school lab. Include the processor type and
speed, storage capacities of main and secondary memory, and
types of I/O devices.

Why do we use the binary number system to store information
on a computer?

If a language uses 240 letters and symbols, how many bits
would be needed to store each character of a document? Why?

Explain the difference between random access memory (RAM)
and read-only memory (ROM).

Explain the differences between a local-area network (LAN) and
a wide-area network (WAN). How do they work with each
other?

What is the total number of communication lines needed for a
fully connected point-to-point network of eight computers? Nine

computers? Ten computers? What is a general formula for deter-
mining this result?

Give examples of the two types of Java comments and explain
the differences between them. ~

Why are the following valid Java identifiers not considered good
identifiers?

a. q
b. totval
c. theNextValueInTheList

short answer

51
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1.9 Identify each of the following situations as a compile-time erro,

runtime error, or logical error.
two numbers when you meant to 2

a. multiplying dd them

b. dividing by zero

c. forgetting a semicolon at the end of programming statement
d. spelling a word wrong in the output

e. producing inaccurate results

you should have typed a (

1.10 How many bits are needed to store a color picture that is 400
pixels wide and 250 pixels high? Assume color is represented

using the RGB technique described in this chapter.

f. typing a { when

programming projects

1.1 Enter, compile, and run the following application:

public class Test
public static void main (stringl] args)

{
System.out.println ("An Emergency Broadcast")i

}
}

one at a time, to the program
1.1. Record any error messages
he previous error each time

If no error messages are pro-
1l happen before you

1.2 Introduce the following errots,
from the Programming Project
that the compiler produces. Fix t
before you introduce a new one.
duced, explain why. Try to predict what wi
make each change.
change Test to test

a.
b. change Emergency to emergency

remove the first quotation mark in the string

c.
d. remove the last quotation mark in the string

e. change main to man

f. change println to bogus

g. remove the semicolon at the end of the println statement

h. remove the last brace in the program

1.3

1.4

1.5

1.6

answers to self-review questions 53

Wri _ .
’ liteba_n }allc[i)phcatlon that prints, on separate lines, your name
z'av 0r .tll't ay, your hobbies, your favorite book, and your ’
. . .
ite movie. Label each piece of information in the output

a. on one line

b. on three lin
: es, one word per line, with the w
. e
tive to each other ’ ords centered rela-

c. inside a box made up of the characters = and |

\)DVrltf: an application that prints the following diamond shape
hon t print any unneeded characters. (That is, don’t make a .
character string longer than it has to be.) v

*
* %ok
%Kk ok k
sk ok k kKoK
hhkkkhhkkhk
kk ok ok kk ok
*kokokok
*kk
*

N ;sltﬁ:kipph;a?on tlllat displays your initials in large block let-
. each large letter out of i
el of the corresponding regular

JJIJITIITIIIITIIIT AAAAAAAAA LLLL
JJJJIJIJIIIIIIIIJT AAAAAARAAAA LLLL

JJJJI ARA e S
JJJIJT AAA N S
JJJJI AAAAAAAAAAA  LLLL
J JJJIT AAAADMAAAAAA  LLLL
JgJJJJJ pdd AAA L
JJ
JJJJJJJjjJ :ii AAA LLLLLLLLLLLLLL
AAA LLLLLLLLLLLLLL

answers to self-review questions

1.1 Theh
The b s;dgz)ared of a computer system is its physical parts such as
ard, monitor, or keyboard. C
o . Computer software are
thatptr}(l)grams that are executed by the hardware and the data
) ose programs use. In order to be useful, hardware require
ware and software requires hardware. e
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er interface and coordinates

§ ides a us .
1.2 The operating system provice e e

the use of resources SIlCh as main me

' iec se pieces are rep-
1.3 The information is broken into pieces, and those p

resented as numbers.

1 . n g c l', N b‘ S an p ese
o) . . 22

at 2N unique items. Therefore:

: .4
b. 4 bits can represent 16 items because 2* = 16.
' : : 5 -39,
c. 5 bits can represent 32 items because 27 = 32
: . ‘ -
d. 7 bits can represent 128 items because 2 = 128
1.5 There are eight bits in a byte. Therefore:
J * § bits = 64 bits
a. 8 bytes=8" 8 bits | e
b. 2 KB =2 " 1,024 bytes = 2,048 bytes = 2,048 * 8 bits = 16,:
bits
c. 4MB=4" 1,048,576 bytes =
8 bits = 33,554,432 bits .
3 hain memory and the
' . two main hardware components are e :
i El;i]thnai11 memory holds the currently active programs and

indivi instructions from
data. The CPU retrieves individual program instructic
: one at a time, and executes them.

a number that identifies a particular mem-

4,194,304 bytes = 4,194,304 *

main memory,

1.7 A memory address 1
-ation i ich a va
ory location 1n which ¢ | - )
] which means the information that is
the power supply to the computer 1S
evices are nonvolatile; therefore

lue is stored.

1.8 Main memory is volatilfz,
stored in it will be lost if

turned off. Secondary memory d e s
the information that is stored on them is reta

sower goes off. | | »
} twork computer that is dedicated to storing

15 Adflesirver bate d data that are needed by many net-

and providing programs an
work users.

i “t1 ; in Figure 1.16.
1.10 Couuting the number of unique connections ;n“. g, 9 6,
' there are 10 communication lines needed to fully Lonn‘ et a.
‘ . - £ ing a sixth com-
point to-point netwurk of five computers. Addi gas : hthc
: 1 i it connected to
2 -k will require that it be d :

puter to the netwot . : e e,

originai five bringing the rotal to 1§ communicaton (&
b 4
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1.11 The word Internet comes from the word internetworking, a con-
cept related to wide-area networks (WANs). An internetwork
connects one network to another. The Internet is a WAN.

1.12 Breaking down the parts of each URL:

a. chs is the name of the computer within the meps.org domain,
which represents Montgomery County public schools in
Virginia. The org top-level domain indicates that it is an organ-
ization. This URL is requesting a file called math.htm from
within a subdirectory called Faculty.

b. java is the name of a computer (Web server) at the sun.com
domain, which represents Sun Microsystems, Inc. The com top-
level domain indicates that it is a commercial business. This

URL is requesting a file called index.html from within a sub-
directory called products.

1.13 High-level languages let a programmer write program instruc-
tions in English-like terms that are relatively easy to read and
use. However, in order to execute, a program must be translated
into machine language, which is a series of bits that are basically
unreadable by humans. A high-level language program must be
translated into machine language before it can be run.

1.14 Java bytecode is low-level Java source code. The Java compiler
translates the source code into bytecode, which can then be exe-
cuted using the Java interpreter. The bytecode might travel

across the Web before being executed by a Java interpreter that
is part of a Web browser.

1.15 White space is the spaces, tabs, and newline characters that sepa-
rate words and symbols in a program. The compiler ignores
extra white space, so it doesn’t affect execution. However, white
space can make a program readable to humans.

1.16 All of the identifiers shown are valid except 12345 (since an
identifier cannot begin with a number) and blacksawhite (since
an identifier cannot contain the character &). The identifiers
RESULT and result are both valid, but should not be used
together in a program because they differ only by case. The
underscore character (as in answer_7) is a valid part of an iden-
tifier.

1.17 Syntax rules define how the symbols and words of a program-

ming language can be put together. Semantics determine what
will happen when that instruction is executed.



